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## (Submitted by: Takashi Suzuki)

Abstract. We consider a competitive system of differential equations describing the behavior of two biological species " $u$ " and " $v$ ". The system is weakly coupled and one of the species has the capacity to diffuse and moves toward the higher concentration of the second species following its gradient, the density function satisfies a second order parabolic equation with chemotactic terms. The second species does not have motility capacity and satisfies an ordinary differential equation. We prove that the solutions are uniformly bounded and exist globally in time. The asymptotic behavior of solutions is also studied for a range of parameters and initial data. If the chemotaxis coefficient $\chi$ is small enough the quadratic terms drive the solutions to the constant steady state.

## 1. Introduction

Predator-Prey systems have been studied from the beginning of the 20th century when Lotka and Volterra proposed a system of Ordinary Differential Equations to describe the evolution of the total population of predators and preys. The system is also generalized as cooperative and competitive systems depending on the signs of the parameters. Later, linear diffusion is included in the equations to describe the random motility of the individuals. The model consists of a system of second order PDEs of parabolic type with reaction diffusion terms, see for instance Cosner and Lazer [4] for details.
In the last decades, chemotaxis, hapotaxis and prey-taxis have been introduced in the mathematical models of differential equations by second order
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terms. We consider a system where one of the species, denoted by " $v$ " does not have capacity of movement, while the other species, denoted by " $u$ ", diffuses and moves towards the population " $v$ ".

The densities of populations $u$ and $v$ are considered in a bounded domain $\Omega \subset \mathbb{R}^{N}$ with a regular boundary. The system is presented in terms of partial differential in the following form:

$$
\begin{gather*}
\frac{\partial u}{\partial t}-\Delta u=-\operatorname{div}(\chi u \nabla v)+\mu_{1} u\left(1-u-a_{1} v\right), \quad t>0, \quad x \in \Omega  \tag{1.1}\\
\frac{\partial v}{\partial t}=\mu_{2} v\left(1-a_{2} u-v\right), \quad t>0 \tag{1.2}
\end{gather*}
$$

with a boundary condition

$$
\begin{equation*}
\frac{\partial u}{\partial n}-\chi u \frac{\partial v}{\partial n}=0, \tag{1.3}
\end{equation*}
$$

and initial data

$$
\begin{equation*}
u(x, 0)=u_{0}(x) ; \quad v(x, 0)=v_{0}(x), \quad x \in \Omega \tag{1.4}
\end{equation*}
$$

where $\mu_{1}$ and $\mu_{2}$ are positive constants. Notice that:

- The case where $a_{1}>0$ and $a_{2}>0$ is a competitive system where the population $u$ has taxis abilities and diffuses.
- The case where $a_{1}<0$ and $a_{2}<0$ is a cooperative system.
- The case where $a_{1}<0$ and $a_{2}>0$ is a prey-taxis system, where the predator has the ability to orientate its movement towards a higher concentration of prey.
- The case where $a_{1}>0$ and $a_{2}<0$ is a predator-prey system, where the predators do not have the ability to move and the prey orientates its movement following a predator gradient, if $\chi<0$ moving to a lower concentration of predators and for $\chi>0$ towards the higher concentration.

One of the main issues in population dynamics is to obtain the range of parameters and initial data which drives the populations to coexistence or to extinction. The case without taxis has been well studied in the literature and the behavior of the populations is given by the parameters $a_{1}$ and $a_{2}$ (see for instance [4] and references therein). Here, we also consider the taxis of one of the species. Systems with competitive terms and taxis have been already studied for two or more populations, see for instance [1], [3], [11], [14], [19], [20] and references therein.

Parabolic-ODE systems with chemotactic terms have been used to model biological processes in last decades, see for instance [5], [9], [10], [15], [16], [17], and references therein. Global existence of solutions and stability of steady states for Parabolic-ODE chemotactic systems have been also studied, see for instance [6], [13] and [18]. In [12], numerical simulations suggest that for a range of initial data and reaction terms blow up of solutions occurs.

In this work we present results on global existence of solutions and coexistence of the populations for "weak" coupled conditions, i.e.

$$
\begin{equation*}
\left|a_{i}\right|<1, \quad \text { for } i=1,2 \tag{1.5}
\end{equation*}
$$

where $\chi>0$ (positive taxis). The article is organized as follows: In section 2 we study the global-in-time existence of solutions by using a priori estimates in $L^{\infty}$ and abstract theory of PDEs (see Amman [2]). In section 3 some extra assumptions are required to obtain the coexistence, we also prove that the homogeneous steady state

$$
u^{*}=\frac{1-a_{1}}{1-a_{1} a_{2}}, \quad v^{*}=\frac{1-a_{2}}{1-a_{1} a_{2}}
$$

is asymptotically stable (see Theorem 3.1).
To prove the global boundedness of solutions we assume that

$$
\begin{equation*}
u_{0}, v_{0} \geq 0, \quad\left(u_{0}, v_{0}\right) \in\left(W^{1, s}(\Omega)\right)^{2}, \quad \text { for some } \quad s>\max \{4, N\} \tag{1.6}
\end{equation*}
$$

Since $\left.W^{1, s}(\Omega)\right) \subset L^{\infty}(\Omega)$ we have that $u_{0}$ and $v_{0}$ are uniformly bounded. We introduce

$$
\begin{equation*}
\bar{u}:=\left\|u_{0}\right\|_{L^{\infty}(\Omega)}, \quad \bar{v}=\max \left\{1,\left\|v_{0}\right\|_{L^{\infty}(\Omega)}\right\} \tag{1.7}
\end{equation*}
$$

then

$$
\begin{align*}
& 0 \leq u_{0} \leq \bar{u}  \tag{1.8}\\
& 0 \leq v_{0} \leq \bar{v} \tag{1.9}
\end{align*}
$$

Throughout the article we also assume that

$$
\begin{equation*}
\min _{0 \leq v \leq \bar{v}}\left\{\mu_{1}-\chi a_{2} \mu_{2} v\right\}>0 \tag{1.10}
\end{equation*}
$$

Notice that if $v_{0} \leq 1$, assumption (1.10) is satisfied if

$$
\mu_{1}>\chi \mu_{2} a_{2}
$$

We now define the function $h$ by

$$
\begin{equation*}
h(v):=\frac{e^{-\chi v}\left(\mu_{1}-\left(\mu_{1} a_{1}+\chi \mu_{2}\right) v+\chi \mu_{2} v^{2}\right)}{\mu_{1}-\chi \mu_{2} a_{2} v} \tag{1.11}
\end{equation*}
$$

and denote by $\bar{h}$ the following upper bound of $h$,

$$
\begin{equation*}
\bar{h}:=\max _{0 \leq v \leq \bar{v}} h(v) \tag{1.12}
\end{equation*}
$$

Notice that

$$
1=h(0) \leq \bar{h} \leq \frac{\mu_{1}\left(1+\left|a_{1}\right| \bar{v}\right)+\chi \mu_{2} \bar{v}^{2}}{\min _{0 \leq v \leq \bar{v}}\left\{\mu_{1}-\chi \mu_{2} a_{2} v\right\}}
$$

Analogously, we define $\underline{h}$ by the minimum of $h$,

$$
\begin{equation*}
\underline{h}:=\min _{0 \leq v \leq \bar{v}} h(v) . \tag{1.13}
\end{equation*}
$$

Let us consider

$$
\begin{equation*}
\bar{h}^{\prime}:=\max _{0 \leq v \leq 1}\left|h^{\prime}(v)\right| . \tag{1.14}
\end{equation*}
$$

Notice that

$$
h^{\prime}=-\chi h(v)+\frac{e^{-\chi v}\left(-\mu_{1} a_{1}-\chi \mu_{2}+2 \chi \mu_{2} v\right)+\chi \mu_{2} a_{2} h(v)}{\mu_{1}-\chi \mu_{2} a_{2} v}
$$

and

$$
0<\bar{h}^{\prime} \leq \chi \bar{h}+\frac{\chi \mu_{2}(2 \bar{v}-1)+\mu_{1}\left(a_{1}\right)_{+}+\chi \mu_{2}\left(a_{2}\right)_{+} \bar{h}}{\min _{0 \leq v \leq \bar{v}}\left\{\mu_{1}-\chi \mu_{2} a_{2} v\right\}}
$$

where $(s)_{+}$is the positive part function defined by

$$
(s)_{+}:= \begin{cases}s & \text { if } s>0 \\ 0 & \text { otherwise }\end{cases}
$$

In order to study the asymptotic behavior, some extra assumptions are required. We define $\bar{w}$ as follows

$$
\begin{equation*}
\bar{w}:=\max \left\{\left\|u_{0} e^{-\chi v_{0}}\right\|_{L^{\infty}(\Omega)}, \bar{h}\right\} \tag{1.15}
\end{equation*}
$$

and assume

$$
\begin{equation*}
\bar{w}<\frac{e^{-\chi}}{a_{2}} \tag{1.16}
\end{equation*}
$$

and

$$
\begin{equation*}
1 \geq v_{0} \geq \inf _{x \in \Omega}\left\{v_{0}\right\}>0 \tag{1.17}
\end{equation*}
$$

We define $\underline{v}$ and $\underline{w}$ by

$$
\begin{align*}
\underline{v} & :=\min \left\{\inf _{x \in \Omega}\left\{v_{0}\right\}, 1-a_{2} \bar{w} e^{\chi}\right\}>0  \tag{1.18}\\
\underline{w} & :=\min \left\{\inf _{x \in \Omega}\left\{u_{0} e^{-\chi v_{0}}\right\}, \underline{h}\right\}>0 \tag{1.19}
\end{align*}
$$

We also assume

$$
\begin{gather*}
\mu_{1}>\chi \mu_{2}  \tag{1.20}\\
4 \mu_{1} \underline{w}>\chi \mu_{2} \tag{1.21}
\end{gather*}
$$

and finally

$$
\begin{equation*}
\frac{\left(\underline{w} \mu_{1}-\frac{\chi \mu_{2}}{4}\right) \underline{v} \mu_{2}\left(1+2 \chi w^{*} e^{-\chi\left(1-v^{*}\right)}\right)}{\mu_{2}{\bar{h}^{\prime}}^{2} e^{2 \chi} \bar{w}\left(\mu_{1}-\chi \mu_{2} a_{2} \underline{v}\right)}>a_{2}^{2} \tag{1.22}
\end{equation*}
$$

Notice that if $a_{2} \rightarrow 0$ or $\chi \rightarrow 0$ we have that assumptions (1.16) and (1.22) are satisfied. For simplicity we assume that $|\Omega|=1$.

## 2 Global existence of solutions

In order to study the global-in-time existence of solutions we start with the following lemma.
Lemma 2.1 Under assumptions (1.5)-(1.10) there exists $T_{\max }>0$ and a unique maximal solution to (1.1)-(1.4) in ( $0, T_{\max }$ ) satisfying

$$
\begin{equation*}
(u, v) \in C\left(\left[0, T_{\max }\right),\left(W^{1, s}(\Omega)\right)^{2}\right) \cap C^{1}\left(\left(0, T_{\max }\right),\left(\left(W^{1, s}(\Omega)\right)^{\prime}\right) \times W^{1, s}(\Omega)\right) \tag{2.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{t \rightarrow T_{\max }}\left(\|u(t)\|_{W^{1, s}(\Omega)}+\|v(t)\|_{W^{1, s}(\Omega)}+t\right)=\infty \tag{2.24}
\end{equation*}
$$

Proof: We introduce the following notation

$$
\mathcal{A}_{1} u=-\Delta u ; \quad \mathcal{A}_{2}(u) v=\operatorname{div}(u \chi \nabla v)
$$

and

$$
\mathcal{B}_{1} u=\frac{\partial u}{\partial n}, \quad \mathcal{B}_{2}(u) v=\chi u \frac{\partial v}{\partial n},
$$

then, the system (1.1)-(1.4) can be expressed as follows

$$
\begin{cases}u_{t}+\mathcal{A}_{1} u+\mathcal{A}_{2}(u) v=g_{1}(u, v) & \text { in } \Omega \times\left(0, T_{\max }\right), \\ v_{t}=g_{2}(u, v) & \text { in } \Omega \times(0,+\infty), \\ \mathcal{B}_{1} u+\mathcal{B}_{2}(u) v=0 & \text { on } \partial \Omega \times\left(0, T_{\max }\right),\end{cases}
$$

where $g_{1}(u, v)=\mu_{1} u\left(1-u-a_{1} v\right)$ and $g_{2}(u, v)=\mu_{2} v\left(1-a_{2} u-v\right)$.
We apply Theorem 6.4 in [2] to obtain the existence of a unique maximal weak solution satisfying (2.23), (2.24).

To continue with the proof of the global-in-time existence, we introduce the following change of unknown:

$$
\begin{equation*}
u=w e^{\chi v} \tag{2.25}
\end{equation*}
$$

to obtain

$$
\begin{gather*}
e^{\chi v} \frac{\partial}{\partial t} w-\nabla\left(e^{\chi v} \nabla w\right)=\mu_{1} w e^{\chi v}\left(1-w e^{\chi v}-a_{1} v\right)-\chi e^{\chi v} w \mu_{2} v\left[1-a_{2} w e^{\chi v}-v\right]  \tag{2.26}\\
\frac{\partial v}{\partial t}=\mu_{2} v\left(1-a_{2} w e^{\chi v}-v\right) . \tag{2.27}
\end{gather*}
$$

Notice that the main difficulty in the problem is the non-linear second order term

$$
\begin{equation*}
\operatorname{div}(\chi u \nabla v) . \tag{2.28}
\end{equation*}
$$

Since $v$ satisfies an O.D.E. by introducing the change of unknown (2.25), the second order term (2.28) becomes a nonlinear first order term plus a reaction quadratic term.

We denote by $f$ the function

$$
f(w, v):=e^{\chi v}\left(\mu_{1}-\chi \mu_{2} a_{2} v\right)\left[\frac{e^{-\chi v}\left(\mu_{1}-\mu_{1} a_{1} v-\chi \mu_{2} v+\chi \mu_{2} v^{2}\right)}{\mu_{1}-\chi \mu_{2} a_{2} v}-w\right]
$$

then, equation (2.26) can be expressed in the following two fashions:

$$
\begin{align*}
e^{\chi v} \frac{\partial}{\partial t} w-\nabla\left(e^{\chi v} \nabla w\right) & =w e^{\chi v} f(w, v),  \tag{2.29}\\
\frac{\partial w}{\partial t}-\Delta w-\chi \nabla w \nabla v & =w f(w, v) . \tag{2.30}
\end{align*}
$$

Notice that $f$ is bounded in $\left(0, T_{\max }-\epsilon\right)$ for any $\epsilon>0$.

Remark 2.1 Since

$$
(w, v) \in C\left(\left[0, T_{\max }\right),\left(W^{1, s}(\Omega)\right)^{2}\right) \cap C^{1}\left(\left(0, T_{\max }\right),\left(\left(W^{1, s}(\Omega)\right)^{\prime}\right) \times W^{1, s}(\Omega)\right)
$$

and $s>\max \{4, N\}$, we have that

$$
(w, v) \in C\left(0, T_{\max }: L^{\infty}(\Omega)\right)^{2}
$$

which gives

$$
w_{t}-\Delta w \in C\left(0, T_{\max }: L^{2}(\Omega)\right)
$$

It implies that

$$
w \in C\left(0, T_{\max }: H^{2}(\Omega)\right),
$$

and $v \in C\left(0, T_{\max }: H^{2}(\Omega)\right)$.
Remark 2.2 We notice that the solution $(w, v)$ exists in the interval $\left(0, T_{\text {max }}\right)$ and

$$
(w, v) \in C\left(\left[0, T_{\max }\right),\left(W^{1, s}(\Omega)\right)^{2}\right) \cap C^{1}\left(\left(0, T_{\max }\right),\left(\left(W^{1, s}(\Omega)\right)^{\prime}\right) \times W^{1, s}(\Omega)\right)
$$

Lemma 2.2 Under assumptions (1.5)-(1.10) we have that

$$
w \geq 0, \quad v \geq 0
$$

Proof: We multiply by $-(-v)_{+}$both sides of (2.27), since $w$ is bounded in $\left(0, T_{\max }-\epsilon\right)$ we have that

$$
\frac{d}{d t}(-v)_{+}^{2}=a(x, t)(-v)_{+}^{2}, \quad t \in\left(0, T_{\max }-\epsilon\right)
$$

for a bounded function $a(x, t)$. Thanks to nonnegativity of $v_{0}$ and Gronwall's Lemma we obtain $(-v)_{+}=0$ and proves $v \geq 0$ in $\left(0, T_{\max }-\epsilon\right)$. We take limits when $\epsilon \rightarrow 0$ to obtain

$$
\begin{equation*}
v \geq 0 \text { in }\left(0, T_{\max }\right) . \tag{2.31}
\end{equation*}
$$

In the same way we multiply by $-(-w)_{+}$the both sides of (2.29) and integrate over $\Omega$ to obtain

$$
\frac{d}{d t} \frac{1}{2} \int_{\Omega} e^{\chi v}(-w)_{+}^{2}+\int_{\Omega} e^{\chi v}\left|\nabla(-w)_{+}\right|^{2}=\int_{\Omega}(-w)_{+}^{2} e^{\chi v}\left[f(w, v)+\frac{\chi}{2} \mu_{2} v\left(1-v-a_{2} w e^{\chi v}\right)\right]
$$

Since $f(w, v)$ and $\frac{\chi}{2} \mu_{2} v\left(1-v-a_{2} w e^{\chi v}\right)$ are bounded in $\left[0, T_{\max }-\epsilon\right)$, for any $\epsilon>0$, we have that

$$
\frac{d}{d t} \frac{1}{2} \int_{\Omega} e^{\chi v}(-w)_{+}^{2} \leq A \int_{\Omega} e^{\chi v}(-w)_{+}^{2}
$$

for some $A>0$. Gronwall's Lemma gives

$$
(-w)_{+}=0, \quad t \in\left[0, T_{\max }-\epsilon\right) .
$$

We now take limits when $\epsilon \rightarrow 0$ and thanks to (2.31) the proof ends.

Lemma 2.3 Let $\bar{v}$ and $\bar{w}$ as defined in (1.7) and (1.15), i.e.

$$
\bar{w}:=\max \left\{\bar{h},\left\|w_{0}\right\|_{L^{\infty}(\Omega)}\right\}, \quad \bar{v}=\max \left\{1, \sup \left\{v_{0}(x)\right\}\right\}
$$

then, under assumptions (1.5)-(1.10) we have that

$$
u \leq \bar{w} e^{\chi \bar{v}}, \quad v \leq \bar{v}
$$

Proof: Thanks to Lemma 2.2 we have that $v, w \geq 0$ and therefore $u=w e^{\chi v} \geq 0$, then, the equation for $v$ gives

$$
v_{t} \leq \mu_{2} v(1-v)
$$

and maximum principle proves that

$$
\begin{equation*}
v \leq \max \left\{1, \sup \left\{v_{0}(x)\right\}\right\}=\bar{v} \tag{2.32}
\end{equation*}
$$

Let $\bar{h}$ and $\bar{w}$ be defined by (1.12) and (1.15) respectively. We multiply the both sides of equation $(2.29)$ by $(w-\bar{w})_{+}$to obtain

$$
\begin{gathered}
\frac{d}{d t} \frac{1}{2} \int_{\Omega} e^{\chi v}(w-\bar{w})_{+}^{2}+\int_{\Omega} e^{\chi v}\left|\nabla(w-\bar{w})_{+}\right|^{2} \\
=\int_{\Omega}(w-\bar{w})_{+} e^{\chi v}\left[w f(w, v)+\left(\mu_{2} v\left(1-v-a_{1} w e^{\chi v}\right) \frac{\chi}{2}(w-\bar{w})_{+}\right]\right. \\
\leq \int_{\Omega}(w-\bar{w})_{+} e^{\chi v}\left[w f(w, v)+\mu_{2} v \frac{\chi}{2}(w-\bar{w})_{+}\right]
\end{gathered}
$$

Since the term

$$
(w-\bar{w})_{+} e^{2 \chi v} w f(w, v)=(w-\bar{w})_{+} e^{2 \chi v} w\left(\mu_{1}-\chi \mu_{2} a_{2} v\right)[h(v)-w]
$$

by definition of $\bar{h}$ and $\bar{w}$ (see (1.12 and (1.15)), we have

$$
h(v) \leq \bar{h} \leq \bar{w},
$$

then

$$
(w-\bar{w})_{+} e^{2 \chi v} w f(w, v) \leq 0
$$

and it results

$$
\frac{d}{d t} \frac{1}{2} \int_{\Omega} e^{\chi v}(w-\bar{w})_{+}^{2} \leq \frac{\chi \mu_{2}}{2} \bar{v} \int_{\Omega} e^{\chi v}(w-\bar{w})_{+}^{2}
$$

Thanks to Gronwall's Lemma we prove that

$$
w \leq \bar{w}
$$

which ends the proof.

Theorem 2.1 Under assumptions (1.5)-(1.10), there exists a unique solution to (1.1)-(1.4) for $T_{\max }=\infty$ such that

$$
(w, v) \in C\left([0, \infty),\left(W^{1, s}(\Omega)\right)^{2}\right) \cap C^{1}\left((0, \infty),\left(\left(W^{1, s}(\Omega)\right)^{\prime}\right) \times W^{1, s}(\Omega)\right)
$$

The proof is a consequence of previous lemmas.

## 3 Asymptotic behavior

Notice that, since $a_{i} \in(-1,1)$ for $i=1,2$ we have that the unique positive homogeneous steady states are given by

$$
u^{*}=\frac{1-a_{1}}{1-a_{1} a_{2}}, \quad v^{*}=\frac{1-a_{2}}{1-a_{1} a_{2}} .
$$

In this section we study the asymptotic stability of the positive homogenous steady states. The result is enclosed in the following theorem:

Theorem 3.1 Under assumptions of Theorem 2.1 and (1.16)-(1.22) the unique solution to problem (1.1)-(1.4) satisfies

$$
\int_{\Omega}\left(u-u^{*}\right)^{2}+\int_{\Omega}\left(v-v^{*}\right)^{2} \leq c_{0} e^{-\epsilon t}
$$

for some $\epsilon>0$ and $c_{0}>0$.
The proof of the theorem is divided into several steps, for reader's convenience we present them in 5 separate lemmata.

Lemma 3.1 Under assumptions (1.5)-(1.10), (1.16)-(1.22) there exists $\underline{w}>0$ such that

$$
u \geq \underline{w}
$$

Proof: The proof is similar to the proof of Lemma 2.3. Let us consider $\underline{w}$ defined in (1.19). Notice that to guarantee the positivity of $\underline{w}$ we only have to prove that $\mu_{1}-\left(\mu_{1} a_{1}+\chi \mu_{2}\right) v+$ $\chi \mu_{2} v^{2}>0$ in $[0,1]$. We first notice that $p(x):=a x^{2}-2 b x+c$ attains its minimum at $x=b / a$ (for $a>0$ ) and

$$
\min _{x \in \mathbb{R}}\{p(x)\}=p(b / a)=c-b^{2} / a
$$

Thanks to assumption (1.20) we have that $\mu_{1}>\mu_{2} \chi$. We now consider three different cases:

- Case 1: $a_{1} \leq 0$. We have that

$$
\begin{aligned}
\min _{0 \leq v \leq 1}\{h(v)\} & =\min _{0 \leq v \leq 1}\left\{\frac{e^{-\chi v}\left(\mu_{1}-\left(\mu_{1} a_{1}+\chi \mu_{2}\right) v+\chi \mu_{2} v^{2}\right)}{\mu_{1}-\chi \mu_{2} a_{2} v}\right\} \\
& \geq \frac{1}{\mu_{1}+\chi \mu_{2}\left|a_{2}\right|} \min _{0 \leq v \leq 1}\left\{\left(\mu_{1}-\chi \mu_{2} v\right)\right\} \\
& \left.\geq \frac{1}{\mu_{1}+\chi \mu_{2}\left|a_{2}\right|}\left(\mu_{1}-\chi \mu_{2}\right)\right)>0 .
\end{aligned}
$$

- Case 2: $a_{1}>0$ and $\mu_{1} a_{1}<\chi \mu_{2}$.

$$
\begin{aligned}
\min _{0 \leq v \leq 1}\{h(v)\} & =\min _{0 \leq v \leq 1}\left\{\frac{e^{-\chi v}\left(\mu_{1}-\left(\mu_{1} a_{1}+\chi \mu_{2}\right) v+\chi \mu_{2} v^{2}\right)}{\mu_{1}-\chi \mu_{2} a_{2} v}\right\} \\
& \geq \frac{1}{\mu_{1}+\chi \mu_{2}\left|a_{2}\right|} \min _{0 \leq v \leq 1}\left\{\left(\mu_{1}-\left(\mu_{1} a_{1}+\chi \mu_{2}\right) v+\chi \mu_{2} v^{2}\right)\right\} \\
& \geq \frac{1}{\mu_{1}+\chi \mu_{2}\left|a_{2}\right|}\left(\mu_{1}-\frac{\left(\mu_{1} a_{1}+\chi \mu_{2}\right)^{2}}{4 \chi \mu_{2}}\right) \\
& \left.\geq \frac{1}{\mu_{1}+\chi \mu_{2}\left|a_{2}\right|}\left(\mu_{1}-\chi \mu_{2}\right)\right)>0 .
\end{aligned}
$$

- Case 3: $a_{1}>0$ and $\mu_{1} a_{1} \geq \chi \mu_{2}$. Then,

$$
\begin{aligned}
\min _{0 \leq v \leq 1}\{h(v)\} & \geq e^{-\chi} \frac{1}{\mu_{1}+\chi \mu_{2}\left|a_{2}\right|} \max _{0 \leq v \leq 1}\left(\mu_{1}-\left(a_{1} \mu_{1}+\chi \mu_{2}\right) v+\chi \mu_{2} v^{2}\right) \\
& >\frac{e^{-\chi}}{\mu_{1}+\chi \mu_{2}\left|a_{2}\right|} \mu_{1}\left(1-a_{1}\right)>0
\end{aligned}
$$

We multiply the both sides of equation (2.29) by $-(\underline{w}-w)_{+}$to have

$$
\begin{gathered}
\frac{d}{d t} \frac{1}{2} \int_{\Omega} e^{\chi v}(\underline{w}-w)_{+}^{2}+\int_{\Omega} e^{\chi v}\left|\nabla(\underline{w}-w)_{+}\right|^{2} \\
=-\int_{\Omega}(\underline{w}-w)_{+} e^{\chi v}\left[w f(w, v)+\left(\mu_{2} v\left(1-v-a_{1} w e^{\chi v}\right) \frac{\chi}{2}(\underline{w}-w)_{+}\right]\right.
\end{gathered}
$$

since

$$
-(\underline{w}-w)_{+} e^{\chi v} w f(w, v)=-(\underline{w}-w)_{+} e^{\chi v} w\left(\mu_{1}-\chi \mu_{2} a_{2} v\right)[h(v)-w] \leq 0
$$

we apply Gronwall's lemma to obtain $w \geq \underline{w}$. The proof ends thanks to the positivity of $v$.

Lemma 3.2 Under assumptions of theorem 3.1, there exists $\underline{v}>0$ such that

$$
v \geq \underline{v}:=\min \left\{\inf _{x \in \Omega}\left\{v_{0}\right\}, 1-a_{2} \bar{w} e^{\chi}\right\}>0
$$

Proof: First, we notice that thanks to assumption (1.16), we know that $1-a_{2} \bar{w} e^{\chi}>0$ and therefore $\underline{v}>0$. We multiply equation (1.2) by $-(\underline{v}-v)_{+}$to get

$$
\left.\frac{d}{d t} \frac{1}{2} \underline{(v}-v\right)_{+}^{2}=-\mu_{2} v(\underline{v}-v)_{+}\left(1-a_{2} u-v\right)
$$

since $u \leq \bar{w} e^{\chi}$ we have

$$
-v(\underline{v}-v)_{+}\left(1-a_{2} u-v\right) \leq-v(\underline{v}-v)_{+}\left(1-a_{2} \bar{w} e^{\chi}-v\right) .
$$

From $1-a_{2} \bar{w} e^{\chi} \geq \underline{v}>0$ it follows that $1-a_{2} \bar{w} e^{\chi}-v>0$ if $v \leq \underline{v}$, which gives

$$
-v(\underline{v}-v)_{+}\left(1-a_{2} \bar{w} e^{\chi}-v\right) \leq-v(\underline{v}-v)_{+}(\underline{v}-v) \leq 0 .
$$

Then

$$
\frac{d}{d t} \frac{1}{2}(\underline{v}-v)_{+}^{2} \leq 0
$$

which ends the proof.

Lemma 3.3 Under assumptions (1.5)-(1.10), (1.16)-(1.22) we have

$$
\begin{gather*}
\frac{d}{d t} \frac{1}{2} \int_{\Omega} e^{\chi v}\left(w-w^{*}\right)^{2}+\int_{\Omega} e^{\chi v}\left|\nabla\left(w-w^{*}\right)\right|^{2} \leq \\
-\frac{1}{2} \int_{\Omega}\left(w-w^{*}\right)^{2} e^{2 \chi v} w\left(\mu_{1}-\frac{\chi \mu_{2}}{4 \underline{w}}\right)+\frac{\bar{h}^{\prime 2}}{2} \int_{\Omega}\left|v-v^{*}\right|^{2} e^{2 \chi v} w\left(\mu_{1}-\chi \mu_{2} a_{2} v\right) . \tag{3.33}
\end{gather*}
$$

Proof: We define $w^{*}$ by

$$
w^{*}:=u^{*} e^{-\chi v^{*}},
$$

then, we multiply the both sides of equation (2.29) by $\left(w-w^{*}\right)$ to obtain

$$
\begin{align*}
& \frac{d}{d t} \frac{1}{2} \int_{\Omega} e^{\chi v}\left(w-w^{*}\right)^{2}+\int_{\Omega} e^{\chi v}\left|\nabla\left(w-w^{*}\right)\right|^{2}  \tag{3.34}\\
& =\int_{\Omega}\left(w-w^{*}\right) e^{2 \chi v} w f(w, v)+\frac{\chi \mu_{2}}{2} \int_{\Omega} v\left(1-v-a_{2} w e^{\chi v}\right)\left(w-w^{*}\right)^{2} e^{\chi v}
\end{align*}
$$

We have

$$
\left(w-w^{*}\right) e^{2 \chi v} w f(w, v)=\left(w-w^{*}\right) e^{2 \chi v} w\left(\mu_{1}-\chi \mu_{2} a_{2} v\right)[h(v)-w],
$$

for $h$ defined by (1.11). Notice that $h\left(v^{*}\right)=w^{*}$ and

$$
h(v)-w=\left(w^{*}-w\right)+h(v)-h\left(v^{*}\right)=\left(w-w^{*}\right)+h^{\prime}(s)\left(v-v^{*}\right)
$$

for some $s \in(\underline{v}, 1)$. Then

$$
\left(w-w^{*}\right) e^{2 \chi v} w f(w, v)=\left(w-w^{*}\right) e^{2 \chi v} w\left(\mu_{1}-\chi \mu_{2} a_{2} v\right)\left[\left(w^{*}-w\right)+h^{\prime}(s)\left(v-v^{*}\right)\right]
$$

and the last term in the previous equation

$$
\left(w-w^{*}\right) e^{2 \chi v} w\left(\mu_{1}-\chi \mu_{2} a_{2} v\right)\left[h^{\prime}(s)\left(v-v^{*}\right)\right] \leq \bar{h}^{\prime}\left|w-w^{*}\right|\left|v-v^{*}\right| e^{2 \chi v} w\left(\mu_{1}-\chi \mu_{2} a_{2} v\right)
$$

thanks to Young's inequality

$$
\leq \frac{\left|\bar{h}^{\prime}\right|^{2}}{2}\left|v-v^{*}\right|^{2} e^{2 \chi v} w\left(\mu_{1}-\chi \mu_{2} a_{2} v\right)+\frac{1}{2}\left|w-w^{*}\right|^{2} e^{2 \chi v} w\left(\mu_{1}-\chi \mu_{2} a_{2} v\right) .
$$

Since $v(1-v)$ attains its maximum at $v=1 / 2$, we have the following inequality

$$
\frac{\chi \mu_{2}}{2} \int_{\Omega} v\left(1-v-a_{2} w e^{\chi v}\right)\left(w-w^{*}\right)^{2} e^{\chi v} \leq \frac{\chi \mu_{2}}{2} \int_{\Omega}\left(\frac{1}{4}-a_{2} w v e^{\chi v}\right)\left(w-w^{*}\right)^{2} e^{\chi v} .
$$

Thanks to assumption (1.10), (3.34) becomes

$$
\begin{gathered}
\frac{d}{d t} \frac{1}{2} \int_{\Omega} e^{\chi v}\left(w-w^{*}\right)^{2}+\int_{\Omega} e^{\chi v}\left|\nabla\left(w-w^{*}\right)\right|^{2} \leq-\frac{1}{2} \int_{\Omega}\left(w-w^{*}\right)^{2} e^{2 \chi v} w\left(\mu_{1}-\chi \mu_{2} a_{2} v\right) \\
+\frac{\chi \mu_{2}}{2} \int_{\Omega}\left(\frac{1}{4}-a_{2} w v e^{\chi v}\right)\left(w-w^{*}\right)^{2} e^{\chi v}+\frac{\bar{h}^{\prime 2}}{2} \int_{\Omega}\left|v-v^{*}\right|^{2} e^{2 \chi v} w\left(\mu_{1}-\chi \mu_{2} a_{2} v\right) \leq \\
\quad-\frac{1}{2} \int_{\Omega}\left(w-w^{*}\right)^{2} e^{2 \chi v} w\left(\mu_{1}-\frac{\chi \mu_{2}}{4 \underline{w}}\right)+\frac{\bar{h}^{\prime 2}}{2} \int_{\Omega}\left|v-v^{*}\right|^{2} e^{2 \chi v} w\left(\mu_{1}-\chi \mu_{2} a_{2} v\right)
\end{gathered}
$$

and the proof of the lemma ends.

Lemma 3.4 Under assumptions (1.5)-(1.10), (1.16)-(1.22) we have the following inequality

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{\Omega}\left(v-v^{*}\right)^{2} \leq-\mu_{2}\left(1+2 \chi w^{*} e^{-\chi\left(1-v^{*}\right)}\right) \int_{\Omega} v\left(v-v^{*}\right)^{2}+\mu_{2} a_{2}^{2} \int_{\Omega} e^{2 \chi v} v\left(w^{*}-w\right)^{2} . \tag{3.35}
\end{equation*}
$$

Proof: Since $1-v-a_{2} u=v^{*}-v+a_{2}\left(u^{*}-u\right)$, we have that, after multiplying the both sides of (1.2) by $\left(v-v^{*}\right)$

$$
\frac{\partial}{\partial t} \frac{1}{2}\left(v-v^{*}\right)^{2}=-\mu_{2} v\left(v-v^{*}\right)^{2}+\mu_{2} a_{2} v\left(u^{*}-u\right)\left(v-v^{*}\right)
$$

Notice that

$$
\begin{aligned}
u^{*}-u & =e^{\chi v}\left(w^{*} e^{\chi\left(v^{*}-v\right)}-w\right) \\
& =e^{\chi v}\left(w^{*}-w+w^{*}\left(e^{\chi\left(v^{*}-v\right)}-1\right)\right) \\
& =e^{\chi v}\left(w^{*}-w-\chi w^{*}\left(e^{\chi\left(v^{*}-s\right)}\left(v-v^{*}\right)\right)\right.
\end{aligned}
$$

for some $s \in(\underline{v}, \bar{v})$.
Since

$$
\begin{aligned}
& \frac{\partial}{\partial t} \frac{1}{2}\left(v-v^{*}\right)^{2}=-\mu_{2} v\left(v-v^{*}\right)^{2}\left(1+\chi w^{*} e^{\chi\left(v^{*}-s\right)}\right)+\mu_{2} a_{2} v\left(v-v^{*}\right) e^{\chi v}\left(w^{*}-w\right) \\
& \frac{\partial}{\partial t} \frac{1}{2}\left(v-v^{*}\right)^{2} \leq-\mu_{2} v\left(v-v^{*}\right)^{2}\left(1+\chi w^{*} e^{-\chi\left(1-v^{*}\right)}\right)+\mu_{2} a_{2} v\left(v-v^{*}\right) e^{\chi v}\left(w^{*}-w\right)
\end{aligned}
$$

and by using Young's inequality

$$
\frac{\partial}{\partial t} \frac{1}{2}\left(v-v^{*}\right)^{2} \leq-\mu_{2} v\left(v-v^{*}\right)^{2}\left(\frac{1}{2}+\chi w^{*} e^{-\chi\left(1-v^{*}\right)}\right)+\frac{\mu_{2}}{2} a_{2}^{2} e^{2 \chi v} v\left(w^{*}-w\right)^{2}
$$

After integrating over $\Omega$ we prove the lemma.

Lemma 3.5 Under assumption of Theorem 3.1, the following inequality holds

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{\Omega} e^{\chi v}\left(w-w^{*}\right)^{2}+\frac{\partial}{\partial t} A \int_{\Omega}\left(v-v^{*}\right)^{2} \leq-\epsilon_{3} \int_{\Omega}\left(v-v^{*}\right)^{2}+e^{\chi v}\left(w-w^{*}\right)^{2} \tag{3.36}
\end{equation*}
$$

for some positive constant $A$.

Proof: We multiply the both sides of inequality (3.35) by $A$ and add it to equation (3.33) to obtain

$$
\begin{gathered}
\frac{d}{d t} \int_{\Omega} e^{\chi v}\left(w-w^{*}\right)^{2}+\frac{\partial}{\partial t} A \int_{\Omega}\left(v-v^{*}\right)^{2}+2 \int_{\Omega} e^{\chi v}\left|\nabla\left(w-w^{*}\right)\right|^{2} \leq \\
-\int_{\Omega} e^{2 \chi v}\left(w-w^{*}\right)^{2}\left(w\left(\mu_{1}-\frac{\chi \mu_{2}}{4 \underline{w}}\right)-A \mu_{2} a_{2}^{2} v\right) \\
-\int_{\Omega}\left|v-v^{*}\right|^{2}\left(A v \mu_{2}\left(1+2 \chi w^{*} e^{-\chi\left(1-v^{*}\right)}\right)-{\bar{h}^{\prime}}^{2} e^{2 \chi v} w\left(\mu_{1}-\chi \mu_{2} a_{2} v\right)\right)
\end{gathered}
$$

We take $A$ such that

$$
\begin{equation*}
w\left(\mu_{1}-\frac{\chi \mu_{2}}{4 \underline{w}}\right)-A \mu_{2} a_{2}^{2} v>0 \tag{3.37}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(A v \mu_{2}\left(1+2 \chi w^{*} e^{-\chi\left(1-v^{*}\right)}\right)-{\bar{h}^{\prime}}^{2} e^{2 \chi v} w\left(\mu_{1}-\chi \mu_{2} a_{2} v\right)\right)>0 \tag{3.38}
\end{equation*}
$$

Notice that the previous inequalities are satisfied if and only if

$$
\frac{w\left(\mu_{1}-\frac{\chi \mu_{2}}{4 \underline{w}}\right)}{\mu_{2} a_{2}^{2} v}>A>\frac{\left.{\overline{h^{\prime}}}^{2} e^{2 \chi v} w\left(\mu_{1}-\chi \mu_{2} a_{2} v\right)\right)}{v \mu_{2}\left(1+2 \chi w^{*} e^{\left.-\chi\left(1-v^{*}\right)\right)}\right.}
$$

For $a_{2}$ satisfying assumption (1.22), i.e.

$$
\frac{\left(\underline{w} \mu_{1}-\frac{\chi \mu_{2}}{4}\right) \underline{v} \mu_{2}\left(1+2 \chi w^{*} e^{-\chi\left(1-v^{*}\right)}\right)}{\mu_{2} \bar{h}^{\prime 2} e^{2 \chi} \bar{w}\left(\mu_{1}-\chi \mu_{2} a_{2} \underline{v}\right)}>a_{2}^{2}
$$

we have

$$
\frac{\left(\underline{w} \mu_{1}-\frac{\chi \mu_{2}}{4}\right)}{\mu_{2} a_{2}^{2}}>\frac{{\overline{h^{\prime}}}^{2} e^{2 \chi} \bar{w}\left(\mu_{1}-\chi \mu_{2} a_{2} \underline{v}\right)}{\underline{v} \mu_{2}\left(1+2 \chi w^{*} e^{-\chi\left(1-v^{*}\right)}\right)}
$$

and there exists $A$ satisfying (3.37) and (3.38) and $\epsilon>0$ such that

$$
\frac{d}{d t} \int_{\Omega} e^{\chi v}\left(w-w^{*}\right)^{2}+\frac{\partial}{\partial t} A \int_{\Omega}\left(v-v^{*}\right)^{2} \leq-\epsilon \int_{\Omega} e^{\chi v}\left(w-w^{*}\right)^{2}-\epsilon \int_{\Omega}\left(v-v^{*}\right)^{2},
$$

which ends the proof.

## Proof of Theorem 3.1

We integrate in (3.36) over ( $0, t$ ) to obtain, thanks to Gronwall's lemma that

$$
\begin{equation*}
\int_{\Omega} e^{\chi v}\left(w-w^{*}\right)^{2}+\int_{\Omega}\left(v-v^{*}\right)^{2} \leq c_{0} e^{-\epsilon t} \tag{3.39}
\end{equation*}
$$

Since

$$
\begin{aligned}
u-u^{*} & =w e^{\chi v}-w^{*} e^{\chi v^{*}} \\
& =e^{\chi v}\left(w-w^{*}\right)+w^{*}\left(e^{\chi v}-e^{\chi v^{*}}\right) \\
& =e^{\chi v}\left(w-w^{*}\right)+w^{*} e^{\chi s}\left(v-v^{*}\right)
\end{aligned}
$$

for some $s \in(\underline{v}, \bar{v})$, it results

$$
\begin{equation*}
\left(u-u^{*}\right)^{2} \leq c_{1} e^{\chi v}\left(w-w^{*}\right)^{2}+c_{2}\left(v-v^{*}\right)^{2} \tag{3.40}
\end{equation*}
$$

for some positive constants $c_{1}$ and $c_{2}$. Thanks to (3.39) and (3.40) the proof ends.

Remark 3.1 By the result obtained in [7], [8] we can show global existence in time of solutions of our problem in the case $a_{2}>1$. In the same way as in section 4 of [7], [8] we have $(\log v)_{t}=-\mu_{2} a_{2} u+\mu_{2}(1-v)$ in (1.2), which leads to

$$
v(x, t)=v_{0}(x) \cdot e^{-\mu_{2} a_{2} \int_{0}^{t} u d s+\mu_{2} \int_{0}^{t}(1-v) d s} .
$$

Substituting $\int_{0}^{t} u d s$ and $\int_{0}^{t} v d s$ by $k+t+\tilde{u}$ and $\tilde{v}$ respectively for any positive constant $k$, we have

$$
v(x, t)=v_{0}(x) \cdot e^{-a-b t-\mu_{2} a_{2} \tilde{u}-\mu_{2} \tilde{v}}
$$

for $a=\mu_{2} a_{2} k>0$ and $b=\mu_{2} a_{2}\left(1-\frac{1}{a_{2}}\right)>0$.
Then (1.1) and (1.2) are reduced to the following single equation

$$
\frac{\partial^{2}}{\partial t^{2}} \tilde{u}=\Delta \tilde{u}_{t}-\gamma \nabla \cdot\left(\left(1+\tilde{u}_{t}\right) \nabla\left(v_{0}(x) \Theta\right)\right)+\mu_{1}\left(\tilde{u}_{t}+1\right)\left(-\tilde{u}_{t}-a_{1} v_{0}(x) \Theta\right)
$$

for $\Theta=e^{-a-b t-\mu_{2} a_{2} \tilde{u}-\mu_{2} \tilde{v}}$. This equation is regarded as the same type of nonlinear evolution equation (1.1) considered in [7] and [8]. Then, for sufficiently smooth initial data
$\left\{u_{0}(x), v_{0}(x)\right\}$ assuming that $H^{m}(\Omega)$-norm of $u_{0}(x)-1$ is sufficiently small, it is shown that for sufficiently large a there exist solutions

$$
u(x, t), v(x, t) \in C\left([0, \infty), H^{m-1}(\Omega)\right), \quad m \geq[n / 2]+3
$$

such that $\lim _{t \rightarrow \infty} u(x, t)=1, \lim _{t \rightarrow \infty} v(x, t)=0$, where $H^{m}(\Omega)$ is the Sobolev space of order $m$ in $\Omega$.
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